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A POSITIVE APPROACH TO VALIDATION 
AND CALIBRATION IN AGRICULTURAL 

SECTOR MODELS 

H. Kasnakoglu* and R. E. Howitt** 

'1'fumamin /)l'jlllr/1111'111, .\1/dllli· .Em! Tni111iml Uuiwnill' iu Ankam, Turk('\' 
**[)1'/Hll'/m('u/ t{ AJ.:rirultuml Ero1wmio, ll11i·vl.'ni1_v u/ Calfflmlia, Da·vis, -

Calijimlia, USA 

Abstract. A new Method of calibrating and validating agricultural sector aodels is 
applied to two sector models in the paper. The Turkish national agricultural sector 
•odel (TASH) and the California regional agricultural and resources 11odel (CARM). ·The 
11ethod used is positive as opposed to normative in nature in that it uses the actual 
crop allocation decisions by farmers in regions to reconstruct quadratic supply 
funct.ions for each crop in each region. The sectoral 11odels are shown to calibrate 
precisely to their base years without additional constraints. In addition, the aodel's 
validity is tested by prediction. TASM is used to predict two years ahead with 
accuracy, and CARM is fitted over a ten year period by least squares. National predic­
tive precision is good, but prediction down to the 14 subregions of California needs 
additional precision. 

Keywords. Agricultural Sector Model, Calibration, Validation, _positive approach. 

I. lNTROOUCT!ON 

The rapid developaent of coaputers and efficient 
solution algorith•s have made the extensive use of 
large-scale price~endogenoua progra~Ming aodels 
possible by econo11ists to. sbulate the impact of 
tara progra~s upon the agricultural sector. 
Policy Makers and ~any econo•ists on the other 
hand, have been reluctant to rely heavily on 
prograMming mndels for planning, due to the poor 
perforMance of these models at dlsaggregated 
levels and the lack of widely accepted validation 
procedures. 

Recently efforts to aake progra~ming aodels pro­
duce results closer to those actually observed 
have developed in two directions: The first set 
of upproaches ste~med from the recognition that 
the diaension of the opt111al solution to a linear 
prograMming probleM is equal to the nuaber of 
binding constraints at the opti~um. These 
approaches involve raodifications in the constraint 
set.1 Specifically they include the introduction 
of flexibility or capacity constraints (Jabara and 
Tho~pson, 1980; Norton and Solis, 1983; Sharples 
and Schaller, 1968; McCarl. 1982; Le-Si. 
Scandlzzo, and Kasnakoglu, 1983), and rotation 
activities or production plans instead of single 
crop activities (Dulay and Norton, 1983; Le-Si, 
Scandizzo and Kasnakoglu, 1983; Kutcher and 
Scandizzo, 1981; Egbert and Kim, 1975; Meister, 
Chen and Heady, 1978). These approaches often 
resulted in models that are tightly constrained, 
which couid only produce that subset of normative 
results that the calibration constraints 
dictated,and hence arc inappropriate under policy 
changes or for projections into the future, 2 The 

I see Howitt and Mean (1985j and Goodman £! al., 
{1985] for further discussions on this as well as 
its extension to quadratic programming. 

second set of approaches modify the objective 
function. It was recognized that the linearities 
of the objective function tn output or other 
decision ~ariablea had to be avoided to solve the 
proble• of over-apeclalization. Consequently, 
nonlinearittes are introduced into the revenue 
part of the objective functions with downward 
sloping deaand functions (Dulay and Norton, 1981) 
and to the cost part of the objective function with 
risk (Freund ,1956; Hazell and Scandtzzo, 1914). 
The use of these techniques has also been 
facilitated with several ingenious approaches to 
approxi•ate the resulting nonlinear objective 
functions while aaintaining the convenient 
algorith11ic properties of linear progra••ing 
(Norton and Solis, 1983; Kutcher and Scandizzo, 
1981; Le-Si, Scandizzo and Kasnakoglu, 1983). A 
serious drawback to the impleMentation of the above 
stagewise techniques has been the lack of detailed 
data on the technology at the Microeconoaic level. 
Furthermore, their calibration contributions are 
aore appealing than their theoretical prOperties. 
Thus, little attention was given to studies-wft1ch 
atteapted to laprove the theoretical basts of these 
concepts (Paris, 1979; Wicks, 1978). Rather the 
sector modelling literature has eMployed the demand 
and risk paraaeters (i.e., elasticities and risk 
aversion coefficients) as calibration tools 
{Po•areda and Si••ons, 1983; Kutcher and Scandizzo. 
1981; Adams, Johnston and King, 1918; Le~St, 

Scandizzo, and Kasnakoglu, 1983). 

2to alleviate the arbitrariness in "naive" 
!lexibillty constraints, more "sophisticated 
flexibility constraint incorporating econometrJc 
techniques are also suggested. See, for exa•ple, 
Bawden (1968) and King (1968) in a discussion on 
Sharples and Schaller (1968) and Sahi and Craddock 
( 1974). 
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Agricultur-al sector 111odcls following one or more 
of the •ethods·discussed above are usually sub­
jected to "calibration," "verifJcntion" and 
"validation" testll,3 Thr:se tests full under four 
broad categories: 

i, First: CoMparing the principal variables 
of the base solution with observed data in the 
base year. Most of the tests performed on sector 
Models in the literature fall under this category. 
They take the ton of "capacity tests" (Kutcher, 
1983; Bassoco and Norton, 1983) or "consistency 
tests" (Kasnakoglu and Howitt, 1985) which check 
aodel feasibility Und consistency by forcing the 
Model to reproduce the base year •agnitudes, and 
"goodness of fit tests" which co~pare the si•u­
lated base solution variables such as area, pro­
duction, prices, trade, etc., with observed 
evidence using Theil's U coefficients or 
regressions {Ouloy and Norton, i983; Kutcher. 
1983; Bassoco and Norton~ 1983; Poureda and 
Simmons, 1983; Kutcher and Scandizzo. 1981; Egbert 
and Kia, 1975; Adaas, Johnston and King, 1978; 
Le-Si, Scandizzo and Kasnakoglu, 1983; Jabara and 
Thompson, 1980). 

ii. Second: Confronting the estimates 
implied by the base solution with theory, actual 
evidence or with the resul·ts of econometric stu­
dies. Examples in this category are implied 
supply function tests {Kutcher, 1983; Shuaway 
and chang, 1977), and shadow prices for land 
inputs, (Bassoco and Norton, 1983). 

lii. Third: Testing the validity of the 
assumptions of the model. These tests are 
usually applied to the perfectly co~petitive 
market and price-endogeneity assumptions central 
to Most progra~aing aodels (Kutcher. 1983; 
Bassoco and Norton, 1983). 

iv. Fourth: Ex-post projections of the 
base solution forwards or backwards to a year 
other than the base period and co~paring the 
simulated variables with observed variables in 
the projected year (Nugent, 1970; Kasnakoglu and 
Howitt, 1985). 

Fro~ the view point of a policy maker a model's 
value must be doMinated by its ability to predict 
the reactions of the econoaic sector to changes 
in exogenous or policy paraaeters. Thus, the 
test of a •odel 1 s value and validity for policy 
purposes should be based on its ability to pre­
dict the reaction to changes that occur outside 
the base period, Under this criterion, only the 
fourth method can. be defined as validation ·and 
the first three •ethods are specified as calibl'a­
tion or esti•ation. Calibration of the ~odel to 
the base year parameters is a necessary but not 
sufficient condition for validation by predic­
tion. Perhaps one of the reasons why so few 
agricultural sector model researchers have been 
concerned with validation by prediction, ls that 
the necessary condition of calibration against 
base year para11eters has posed substantial dif­
ficulties. 

In the section that follows, results fro~ using a 
positive method of model construction and 
calibration are discussed. In addition. tests of 
validation by prediction are undertaken for two 
types of sector aodels. 

3rhe terms calibration, verification and vallda­
tion tend, in general, to be used intet'changeably 
in the literature since they all eventually serve 
the purpose of Modifying the 11odel parameters Ol' 
data to improve the base year solution. 

11. A POSITIVE QUAOHATIC PROGRAMMING 
APPROACH Tb CALIBRATION AND VALIDATION 

Tho acthod ter~ed Positive Quadratic Prograaming 
(PQP), (Howitt and Mean, 1985) aaends noraattve 
linear and nonlinear •Icroeconoaic Mod~ls by 
replacing linear average activity costa by 
quadratic cost functions. The functJona are 
calculated troa the diacrepauC"Y between the crop 
average cost based on eaptric~l data nnd thr: 
•arginal coat tirst"-order conditions illlill ted by 
the observed crop allocations. 

In short. the far~er's aggreeate crop allocution 
decisions in a region are used to calculate 
nonlinear coat functions that result in the 
observed allocations, rather than adding 
constraints on the linear aystc• that would torce 
the allocations unde·r linear average coats. 

Using this positive·approach, the linear aodel 
can be exactly calibrated to observed outputs for 
a single year or calibrated with a least-squares 
criterion if actual crop acreages for several 
years are known. The resulting opth1zation 
problem incorporates· a quadratic cost function 
for each unconstrained regional crop grown and is 
constrained only by those constraints that can be 
eMpirically justified. The problea ts solved as 
a quadratic prograaming problea. 

E~pirical iaple•entation of positive programming 
is achieved in two stages. The first stage starts 
with the data and specificbt!on of a conventional 
LP (or QP) problem.. The acluul rllgionul crop 
acreages (&) are increased by a sa~ll perturbation 
e consistent with (Howitt and Mean, 1985) Theorem. 
I, say (.001) X, and are foraulated as upper bound 
inequality constraints. The constrained LP 
problea is now run to obtain the dual values on 
the calibration constraints for the n-111 crops at 
interior optJaa. Thee perturbation of the 
calibration constraint right hand side ensures 
that the relevant resource constraints will be 
binding on the resource constrained crops in the 
basis. 

Although it would be preferable to estiaate the 
quadratic cost function coefficients for the 
resource constrained crops, they are neither 
required nor possible for the single tt•e pet•iod 
case. 

The vector of (k-ml dual V6hlP.S fro11 the first 
stage proble~ for the interior crops is 
multiplied by the negative r~ciprocaJ of the 
observed acreages Xt 1=1 ... k-~ and used as 
the diagonal slope coefficients of the quadratic 
cost function in the second stage-problem. The 
linear cost coefficient is equal to the e~p1rlcal 
average cost alnus the appropriate du~l value. 
The second stage proble11 is then soived for the 
optiMal base period solution. The principal 
steps are: 

a Given a standard LP or QP and the vector 
of actua I acrea.ce g1·own J<. P~t·tut·b X b~· 
e and add the calibration conslrainls. 

b Run the first stage problea. The 
observed crop vector, X is kxl (k>m), 
therefore the first stage will re$Ult in 
a binding resource constraints, and k-m 
dual values corresponding to the binding 
calibration constraints. 

c Using a separable quadratic cost function 
in acres of the fora aTx ~ l/2xTEx where a 
Js (k-M)Xl and E is a (k-a)x(k-a) positive 
se•idefinite matrix. By the PQP 
Theorem [J (llowitt and Mean) 

Ji 
.:1 
.'J 
·:r ,, 

1. 
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).. • "' l/2t::SI. 

·Given the adni111al data set 1(, cross 
cost effects are restricted to zero, aud 
thus for the single period calibration 
case considered here E is a dta2onal 
•atrix with nonzero ele&ents eli where: 

eu .. 2)q*l&t 

and «1 ~ (Ct - )..1} where Ci are the 
empirical average costs corresponding 
to the interior cropping activities. 

d Using the values a1 and eii• the second 
stage problem is specified as 

Max pTx 

Subject to Ax ~ b X ~ 0 

T!11: :oecond stage problem calibrates exactly with 
the base year vector X without additional 
constraints, and is available for policy analysis 
in the knowledge that the model response will be 
determined by economic comparative advantage and 
resource conStraints that have a clearly 
demonstrat.ed e•pirical basis. 

While the ability to develop exactly calibrated 
models for a single year without adding 
constraints is an advance, the policy value of 
such models,depends on the ability of the updated 
model to represent future years. ln the 
remainder of the paper, the PQP approach is 
applied to Turkish Agricultural Sector Model 
(TASM) which is an aggregate national model and 
California Agricultural Resources Model {CARM) 
which is a regional model. In the case of 
TASM, the aodel. augmented with PQP ter~s. is 
employed to project changes in area, production 
and consuaption patterns two years ahead of the 
base year. In the case of CARM, the PQP teras 
from el&ht years of base solutions, are used in 
an econometric sl)ccification to estimate the 
dynamic and stochastic nature of regional crop 
acreage response. 

Ill. Tiili TURKlSii AGRICULtURAL SECTOR 
MODEL ( T ASH) 

~ ~ Structure of ~s~ 

TASM is partial equilibriu~. static, optimization 
model to simulate the agricultural sector and 
resource allocation effects of agricultural poli­
cies on production, consumption and trade pat­
terns. 

The objective function 111axlmized ln the model is 
the sum of consumers' and producers• surplus, 
plus net export revenue, and minus the labor 
reservation wage. Risk costs are included as 
part of production within E-V fraaework.4 Given 
the structure of price responsive consuaer 
deaands, production activities and trade possibi­
lities, optiaallty entails equating supply to 
doaestic plus foreign dem.and, and prices to 
marginal costs for all commodities, aaking provi­
sions for risk and allowing for the reservation 
wages. 

4Risk costs a1·c specified at thr1 activit~' lev~l, 
whereas the PQP coefficients are specHJed at the 
area level in TASM. The l'isk aversion coef­
ficient is taken as one in the present version of 
th~ model. 

-The core of the aodel consists of the production 
activities and resource constraints. The input 
and output coefficients for single, aultlple, and 
rotation crop production activities are specified 
for each unit of land. ln addition to land, 
other input requlreaents for production are 
labor, tractor, fertilizers, aniaal power, seed 
and capital. Aniaal power is supplied by 
livestock production activities, and seed is 
supplied by crop production activities. The 
aodel is 2iven a choice of two production tech­
niques, naaely aechanized and non-aechanlzed. 
It can assign any coabinatlon of weights to these 
two techniques to produce a single crop, as 
required by the opttaal allocation of resources. 

The livestock subsector works ai~ilarly to the 
crop sector. The explicit production cost for 
aniaal husbandry is labor. Other inputs required 
are cereals, straws and forage which are by­
products of crops; and concentrates which are 
derived fro~ crops processed for huGan'consump­
tion. Pasture land is also required for aniaal 
grazinq, with the exception of poultry, to 
suppleaent livestock feeding, ln addition to 
~eat, ailk, wool, hide and eggs, the livestock 
production activities also provide ani•al power 
used in crop production activities. 

The coa&odities produced by the production acti­
vities are distributed between, i) do•estic 
demand generated through consuaer deaand func­
tions, li) deaand for cereal used for feedin~ in 
livestock sector, iii) de•and for seeds used in 
crop production activities, tv) exports tn unpro­
cessed fora, v) exports in processed fora. On 
the supply side laports co~pleaent the doaestic 
production.5 

Since generally data available at the far•gate 
level are the •ost reliable, prices and so•e 
quantities used in the aodel are incorporated at 
this level. I11port prices and eKport prices are 
thus adjusted for transportation and aarketing 
margins. The do•estic de•and functions are also 
calculated at the faugate leve1.6 

TASM incorporates 20 annual crops, 15 perennial 
crops and 20 livestock products, through 
33 single annual crops and 15 perennial crop 
actlvttles, 12 rotations and 25 aultiple cropping 
activities for each production technology and 
seven livestock activities. Six groups of inputs 
are incorporated in TASM. Labor, aniaal power, 
and tractors are introduced on a quarterly basis. 
Land is classified into treeland, pastureland, 
and cropland. The cropland is further divided 
into eight classes distinguishing between various 
combination of irrigation, teaperature and rain-~ 
fall. Two kinds of fertilizers, na~ely, Nitrogen 
and Phosphate are eaployed. Input requireMents 
for annual crops are a•ounts of seed and 
seedlings, and for perennial crops flxed invest-
ment costs are used. 

Call brat ion l!lli.! Validation Tests 

Calibration of the 1979 base solution, is per­
formed in two stages. In the first stage, the 
model is run as a conventional quadratic 

SA detailed algebraic state~ent of the aodel can 
be found in l<asnakoglu and Howitt {1965}. Also 
see Le-Si, Scandizzo and Kasnakoglu [1963] for 
an earlier, linearized, non-PQP version of TASM. 

6A detailed discussion of TASM data can be found 
in Kasnakoglu and Howitt {1965] and Le-Si, 
Scandizzo and Kasnakoglu {1963}.. 
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pro~ra~ming proble~. aug•ented with three sets of 
PQP constraints: The area constraints, production 
technology constraint and fallow constraint.7 The 
first stage solution, updated with the re.sults of 
capacity and consistency tests, was then used as 
the basis for the second stage solution. The 
duals on the area, production technology, and 
fallow constraints were transforaed as described 
in section III to PQP teras which were included in 
the objective function ot the second stage as 
quadratic costa.6 The seound stage problem 
aus-ented with PQP ter•s and ~xcludtng the PQP 
con6tra1nts was run for the 1979 base solution. 

1zn TASH, PQP terms are introduced for production 
technology and fallow activities to capture the 
implicit costs or benefits of using tractors vs 
ant•als and producing with fallow vs without 
fallow, which were not tully captured by the 
linear technology and costs. 

8so•e calibration for consistency was necessary in 
the first stage basically due to the nature of 
the data e~ployed in TAS~. which has been 
gathered from different sources for the inter~ 
related area, production, and consu•ption series. 
The exact natures of the corrections are spe­
cified to Kasnakoilu and Howitt {1985], 

TABLE 

The 1979 base year solution, was then eMployed to 
project 1981. · Por this projection, 1979 base year 
data includine yields, de•and functions. risk 
costs, factor cos'ts, · exchane:e rate, trade quan­
tities and pric·es were updated with ex-poat 1981 
data or exoeenous projections. It abould be noted 
that a sectoral •odel should not atte•pt to pre­
dict coats or international trade and prices, but 
rather predict the reaction ot the aector to theae 
changes. The .bOise solution PQP tens were alao 
inflated with chanaee in ~NP deflator and produc~ 
tion cout index, for noMinal projections with the 
MOdel. The coMpaPiaon of the siMulated changes in 
area. production and consuMption witb actual 
changes between 1979 and 1981 are illustrated in 
Tables 1-3, With the exception of a few products, 
TASH has been able to predict changes in direction 
and magnitudes with no signi-ficant bias, and 
demonstrated itself as a relative-ly aore reliable 
tool for policy analysis, than its earlier ver­
sions without PQP a•end•ent.9 

9see Kasnakoglu and How1tt (1985) for further 
validation results and discussion. 

PERFORMANCE OF TASM IN PREDICTING DIRECTIONS OF CHANGES 

Direction 
Predicted Area Percent Production Percent Consumption Percent 

Correct 31 .89 50 .91 53 .96 
Incorrect 4 , 11 5 . 09 2 . 04 

TABLE 2 

PERFOR!V\NCE OF TASH IN PREDICTING ABSOLUTE CHANGES 

Percent Area Production Consu•ption 
Error Nwaber Percent Number Percent Number Percent 

< 2 12 .343 25 .456 24 .436 
2-4.9 15 .429 17 .309 18 .327 
5-10 5 .143 7 .127 7 .127 
> 10 3 .086 6 .109 6 .109 
Total 35 55 55 

TABLE 3 

GOODNESS OF FIT MEASURES 
PREDICTED CHANGE 1979-1981 TO ACTUAL CHANGE 1979-1981 

Root M'ean 
s uared Theil's U R2 

Area Grown 28.28 0.2345 .80 (33) 
Production 169.06 0' 1675 .89 (33) 

RATIO OF PREDICTED 81/ACTUAL 79 TO ACTUAL 81/ACTUAL 79 

Root Mean 
Squared Theil's u R2 

Area Grown 0,037 0.0256 .997 (33) 
Production 0.459 0.2272 . 81 (33) 

Note; two extreMe observations in the cases of area and four extreae 
observations in the case of production a!'e excluded froa the 
regressions. See Kasnakoglu and Howitt [1985) for a discussion on 
those products. 
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IV. TilE CALIFORNIA AGRICULTURAL 

The CARM aodel is designed to reflect the effect 
of changes in input and output prices and changes 
in the quantity of so•e resources on agricultural 
production in California. California agriculture 
is a co•plex systea of irrigated agriculture pro­
ducing over 45 field, fodder, vegetable, and fruit 
crops. over the 800-~ile long irrigated produc­
tion area there are considerable cli•atic, fer­
tility, and water availability differences. The 
heteroKeneity or the production regions causes the 
eodel to be divided into 14 production regions and 
covering 44 of the aost iaportant crops by acreage 
and value. This crop and regional disaggregation 
results in a •odel containing about 600 cropping 
activities. 

Since California has a doMinant role in the pro­
duction of aany of the fruit and vegetable crops, 
the aarket price is affected by California pro­
duction levels in •any crops. Consequently, the 
CARM •odel has the usual endogenous price struc­
ture based on linear crop demand functions which 
are estiaated from tiae series data. The 
livestock sector is not included in the =odel. 

The structure of the aodel is of a conventional 
quadratic form modified to accoamodate a PQP 
quadratic cost function for each region and crop. 
Average costs of production by region and 
resource input requireaents are calculated fro• 
county level far• aanagement data. Constraints 
on production are few, since seasonal labor is 
generally available and agrono~ic crop rotation 
constraints are rare. Land and water availabi­
lity are the doMinant regional constraints on 
production. The objective function aaxi•izes the 
sua of producer and consumer surplus subject to 
the perfectly competitive marginal conditions 
holding for producers in each region. The PQP 
implicit cost represents the difference between 
the average and ~arginal value product per acre. 

The CARH model is calibrated by the PQP method 
previously outlined. However. we have been able 
to collect a tlae series of ten years of regional 
crop acreage and production parameters from 
1973-1982. This substantial data set enables the 
~odel to be calibrated in a statistical aanner 
which forms the basis of short-run sectoral 
supply response projections. By regressing on 
nine years of cross-sectional data, factors 
affecting the systematic change in the dual can 
be est1111ated. The estimation of the PQP coef­
ficient which exactly calibrates a model for a 
single year is analogous to a :tero degree of 
freedom estimator, it always has a perfect fit, 
but its properties are suspect. Using a time 
series cross-section regression with the current 
PQP value as the dependent variable. s·ubstitutes 
a least squares criterion for the single period 
exact calibration. The resulting estimates are 
more robust and yield a statistical basis for 
111odel projections. 

The regressions were run as single equation 
weighted least :;quat·es. Each crop was regressed 
on the tiMe series cross-sectional data fro111 nine 
of the ten years available. The dependent 
variable is the crop dual value for a particular 
region and year. The explanatory variable speci­
tlcation is based on regioluJ.l crop co111parative 
advantage, partial adjustrnen't of expected profits 
and indices of current annual profitability. The 
regional differences in crop yields and seasons 
are specified by dummy variable shifts in the 
equation intercepts. The one year lagged dual 
variable and two-yCill' lagged acreage captures the 
partial adjustmt:nt process of expectations. 

While the current price and coat indices reflect 
expectations on the chan2ed crop returns in the 
current year. In addition, a ti•e trend and a 
'dumay variable were included to retlect the 
drought condition that was known! oriori in 
1977. 

Twenty-eiiht crop equations were esti•ated over 
14 regions for ei~ht years. There are 
209 crop/region acreages observed in each year. 
The saulleat nu111ber ot re21ona erowine a crop ia 
found with celery, erown only in two areas, 
alfalfa. in contrast is erown in 13 of the 
14 areas, The ti•e aeries over which the 
regressions were fitted was a very turbulent one 
for California agriculture. 1974 to 1981 covered 
the period ot a substantial chanee in the ~oat ot 
all eneri'Y related inputs', a •ajor droui;tht in 
1976 and 1977, substantial chan~es in crop export 
prices and eovernaent proeraas. The fluctuations 
in crop profitability are-directly reflected in 
the PQP dual values, despite this volatility the 
28 equations explained a large proportion of the 
variability. The specification and results for 
the 28 equations are detailed in Howitt 1985. 
Table 4 auamarizes the fit or the equations. 

TABLE 4 

R2 (CORRECTED) OF REGRESSIONS ON PQP DUALS 

Range of R2 Number Percent 

. 999-.90 • 32 

.899-.80 12 43 

. 799-.750 5 18 
<.750 J ' 28 

The explanatory values for the tenth year of the 
tiae series (1982) were used with the equations 
estimated from the previous years to forecast the 
dual values for 1982. The 28 equations yielded 
209 forecasts for regional crop duals. The fore­
cast PQP values were then used in the CARM •odel 
to predict regional acreage allocation by far•ers 
in 1982. 

The results for the statewide acreage predictions 
were under 30 percent absolute error for 19 of 
the 28 crops (Table 5). Of the nine crops whose 
errors exceeded 30 percent, four were small 
acreage specialty crops. 

Over all crops the predicted statewide acreage 
underestiaated the actual acreage by 4.4 percent 

As would be expected, the 209 regional predic­
tions exhibited greater error than the statewide 
acreages. Table 6 summarizes the error magnitu­
des for the regional acreages. 

The results (Tables 5 and 6) show that for the 
current data base and pt•ediction equations the 
model predictions can be considered validated by 
prediction at the statewide level, but not as yet 
at the local production level. We are optimistic 
that a longer time series and iaproved prediction 
equation specification will yield model valida­
tion at the production region level. 

CONCLUSIONS 

The results fro111 both the TASM and CARM 111odels 
show that agricultural sectoral aod regional 
~nodels can use the PQP r~~ethod to successfully 



~7H 

TABLE 5 

PREDICTED STATEWIDE CROP ACREAGE FOR 1982 

Crop 

Alfalfa 
Alfalfa Seed 
Asparagus 
Dryland Barley 
Irrigated Barley 
Beans 
Brocco! 1 
Cantaloupes 
Carrots 
Cauliflower 
Celery 
Corn 
Cotton 
Grain Hay 
Grain Sorghua 
Lettuce 
Onions 
Irrigated Pasture 
Potatoes 
Rice 
Safflower 
Silage 
Strawberries 
'sugar Beet 
Fresh Tomatoes 
Processed ToMatoes 
Dryland Wheat 
Irrigated Wheat 

TADLt:. 6 

Prediction 
Error Percent 

-2,5 
-54.6 

4.7 
-74.3 
157.6 
-30,1 

3.5 
2.2 

22.4 
5.1 

-2.6 
29.7 

-51.4 
12.0 
-7.1 
-1.1 

109.8 
-2.7 
33.1 

-11.4 
33.1 
6.6 

74.7 
-17.1 

2.6 
-20.0 
-47.7 
13.9 

ACREAGE PREDICTION B~ROR BY SUBREGION FOR 1982 

Error Range 
Percent Number of Regions Percent 

0-10 42 20 
10-19.9 23 11 
20-29.9 25 12 
30-39.9 21 10 
40-49.9 24 12 

~50 ..1! 35 
209 

calibrate the model to single year or tlae series 
data. 

Validation by predicting acreage allocation 
response outside the base year(s) used to 
calibrate the aodel was demonstrated by both the 
TASM and CARM Model on a statewide basis. 

The PQP/Econoaetrlc approach offers substantial 
potential for iMproved precision of prediction 
and rapid sequential updating as the a·vailability 
of tiae series data iMproves. 
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